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UNCERTAINTY ISSUES IN FLOOD INUNDATION MAPPING
J. Bales1
1. U.S. Geological Survey, Raleigh, NC, USA
Abstract: Although flood inundation maps typically represent the boundaries of inundated areas as a distinct line on a map, there is some uncertainty associated with these maps.  There are uncertainties in topographic data used to develop the hydraulic model for inundation, effective friction values (Manning’s n), model validation, and forecast hydrographs, if used. The assumption of steady-flow, which is often made to produce inundation maps, has less of an effect at lower flows than for higher flows because more time typically is required to inundate areas at high flows than at low flows.  A flood for which water levels rise slowly to the peak, and then fall slowly will most likely result in more inundation than a flood with the same peak flow, but which rises and falls very quickly.  A one-dimensional modeling approach is reasonable for a prismatic channel in a relatively narrow floodplain, but may not be appropriate in broad floodplains for sinuous rivers with several tributaries. Uncertainty in the flood inundation polygons simulated with a one-dimensional model increases with distance from the main channel.
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1. INTRODUCTION
Flooding from Hurricane Floyd (Bales et al., 2000) and the 2004 hurricanes in North Carolina (NC) clearly demonstrated a growing need for more and better flood information, including products that are available for more locations, that provide mapped information showing actual or predicted inundated areas, and that interface with a full suite of other flood-related products such as Digital Flood Insurance Rate Maps and flood-forecast products produced by the National Weather Service (NWS).  The U.S. Geological Survey (USGS), in partnership with the North Carolina Floodplain Mapping Program and the NWS, recently completed a multi-agency program to improve flood information for the State. One of the primary roles of the USGS in this effort was to develop and demonstrate the technology for production of detailed flood inundation maps in the Tar River basin, NC (Bales et al., 2007).  The maps can be used in conjunction with real-time stream gauge measurements to depict current flooding (for example, U.S. Geological Survey, 2008; National Weather Service, 2008), and to provide estimates based on NWS flood forecasts of areas that are expected to become inundated.
The purpose of this paper is to describe uncertainties associated with the creation of flood inundation map libraries from LiDAR topographic data and one-dimensional hydraulic models. Methods used to create the flood inundation maps at selected stream gauge sites in the Tar River basin, NC, are briefly documented to provide context for the discussion of uncertainty.
2. CREATION OF INUNDATION MAPS

2.1 Study Area
The Tar-Pamlico River basin has a drainage area of about 8,300 km2 (square kilometers). The western one-third of the basin is in the Piedmont physiographic province, characterized by rolling terrain and shallow, poorly drained soils.  The eastern part of the basin is in the Coastal Plain, characterized by little topographic relief, deep soils, and slow-moving streams.  Annual average precipitation in the basin ranges from 116 cm (centimeters) in the west to 126 cm in the east (State Climate Office of North Carolina, 2006).  The peak flow of 2,000 m3/s (cubic meters per second )near the mouth of the basin, which resulted from Hurricane Floyd (1999), was by far the greatest during more than 100 years of record.
2.2 Data

Inundation maps were developed for stream reaches in the vicinity of 11 continuous recording streamflow gauges, and 8 continuous water-level gauges.  The gauges were located on streams with drainage areas ranging from 290 to 2,400 km2.  
Light Detection and Ranging (LiDAR) was used to acquire land-surface elevation data in January – March 2001 (North Carolina Floodplain Mapping Program, 2003). Ground surveys were run by the NC Geodetic Survey (North Carolina Geodetic Survey, 2002) to at least 100 points in each county for which LiDAR data were collected.  Survey points were distributed among five different land-cover classes, and the percentage of the survey points for each of the classes was approximately proportional to the percentage of each of the land-cover classes in the county. The root mean square elevation error (difference between control-point elevations and LiDAR elevations) for all of the counties in the Tar River basin was less than 20 cm.  
Irregularly-spaced LiDAR data were re-processed into a digital elevation model (DEM) with regularly spaced, 1.5-m (meter) by 1.5-m cells. Because the LiDAR return signal is based on the reflection of the laser from a solid surface, the DEM maintains the elevation of bridges as the land-surface elevation at stream crossings, resulting in a discontinuous stream channel (fig. 1). The road as represented by the DEM becomes, in effect, a dam through which flow cannot pass. When calculating inundation areas from downstream to upstream locations, it is important that the DEM be hydro-conditioned so that the flow path is continuous along streambeds and low-lying areas.  An automated script was developed for this project to connect flow paths (or streams) that were inappropriately disconnected by a bridge or road crossing (fig. 1) in order to ensure proper representation of all inundated areas.   

2.3 Hydraulic Modeling and Creation of Map Libraries

Version 3.1.2 of the one-dimensional (1D), step-backwater model Hydraulic Engineering Center – River Analysis System (HEC-RAS), was used for hydraulic modeling (Hydrologic Engineering Center, 2006, 2002). Eleven individual hydraulic models were developed for the Tar River basin sites. Seven models were developed for reaches with a single gauge, and four models were developed for reaches in which there were multiple gauges near one another.  Combined, the Tar River hydraulic models included 272 km of streams in the basin, including about 162 km on the Tar River mainstem and 59 bridges. Cross-section density in the models was about one cross section per 400 m of stream length.  

Overbank cross sections in 1D models should generally be approximately perpendicular to the stream at the point the cross section intersects the stream, and each cross section should intersect the main channel only once.  In addition, two cross-section lines may not intersect each other.  Many of the streams in the study area are quite sinuous, so great care was required to develop overbank cross sections that met these requirements.  Even so, there were cases, such as near the confluence of a tributary with the main channel, that it was not possible for the overbank cross section to be perpendicular to both the main channel and the tributary (for example, fig. 2).  
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Figure 1:  Example of hydro-conditioning, showing (A) hillshade digital elevation model; and inundated area (B) before and (C) after hydro-conditioning.  Red arrows indicate direction of streamflow.  Note the absence of any inundation upstream from the highway prior to hydro-conditioning.
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Figure 2:  Example of cross sections in Tar River hydraulic model.
The hydraulic models were calibrated to the most current stage-discharge relations, where available, to medium- to high-flow discharge measurements, and to high-water marks from recent regional floods.  Models were calibrated for water levels ranging from approximately bankfull at the gauge to the 500-year exceedance level flow or to Hurricane Floyd peak stages, whichever was greater. The correlation coefficients between measured and simulated rating curves at 9 of the 11 sites with measured rating curves was 0.99, and simulated rating curves matched measured curves over the full range of flows.  Differences between measured and simulated water levels for a specified flow were no more than 0.44 m.  
A set of water-surface profiles was generated at 0.305-m increments for each of the modeled reaches.  Based on the water-surface profile, a water-surface elevation was assigned to each cross section in the reach; the water surface was assumed to be level across the cross section, which is consistent with the 1D modeling approach. Water-surface elevations between cross sections were estimated using a spline interpolation. Inundated areas were identified by subtracting the water-surface elevation in each grid cell from the land-surface elevation in the cell. An automated procedure was developed to identify all inundated cells that were hydraulically connected to the cell at the downstream-most gauge in the model domain. This process resulted in a set of inundation map libraries for each modeled reach.  Inundation polygons were merged with a variety of other geospatial data to provide information for flood mitigation and emergency response (for example, fig. 3).  
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Figure 3:  Estimated flood water depth for the water-surface elevation of 7.9 meters above NAVD 88 at Greenville.
3. UNCERTAINTY OF INUNDATION MAPS

Although the flood inundation maps represent the boundaries of inundated areas with a distinct line on a map, there is some uncertainty associated with these maps, regardless of the way the maps were created.  Because of these uncertainties, flood boundaries might more reasonably be replaced with zones depicting probability of flooding (Brown and Damery, 2002). Moreover, uncertainties vary depending on the scale at which the inundation modeling is conducted (Horritt and Bates, 2001).  There are a number of methods for estimating uncertainties associated with hydraulic modeling and inundation mapping, but data required to apply these methods are seldom available (Beven, 2006), which was true for the Tar River mapping.  Nevertheless, uncertainties in Tar River basin inundation maps can be identified in a qualitative manner, which is the purpose of the following discussion.  

3.1 Data for Hydraulic Model Development and Calibration

Flood inundation models require three types of data: (1) topographic data for the hydraulic model computational grid and the inundation maps; (2) effective friction values (Manning’s n) for each computational segment (one-dimensional model) or cell (two-dimensional model); and (3) model validation data (Bates, 2004). Inundation forecast models applied in near-real time also require a forecast inflow hydrograph. Uncertainties exist in each of these data types.  

Land-surface elevations are the dominant influence on the location of the simulated shoreline of the inundated area.  Other studies have demonstrated that low resolution 1D hydraulic modeling combined with high resolution topographic data gives a good representation of the shoreline (Horritt and Bates, 2001), which is the reason the LiDAR data in this study were processed to a 1.5-m DEM.  As previously noted, the root mean square error in the Tar River basin land-surface elevation data was about 0.2 m.

Friction values, or Manning’s n, are ‘effective’ in that they account for effects of variable cross sections, non-uniform slope, vegetation, and structures at the sub-grid scale. Distributed data throughout the floodplain are seldom available as a basis for estimating friction values for the model domain.  Studies also have shown that many different model parameter sets can perform equally well in 1D models (Pappenberger et al., 2005), which represents uncertainty in the model, regardless of the goodness of fit between measured and simulated values. Moreover, the Manning formula was developed for uniform flow, which is not present during flood flows, and the equation is dimensionally nonhomogeneous.  Hence, many of the uncertainties in 1D hydraulic models are lumped in the Manning n value.  
Adequate calibration data are seldom available for inundation models.  Hydraulic models typically are calibrated by using measurements and simulations at a single point, or perhaps a few locations (Horritt and Bates, 2002), but because the models are used to simulate areal inundation, single-point calibration is not the most desirable approach. In addition, stream gauge data can be in error by as much as 20 percent or more during extreme floods, so improved methods for monitoring flood flows are needed (Bates et al., 2006a).  Moreover, the extent of inundated area alone may not be sufficient to evaluate model performance, particularly for flat floodplains (Hesselink et al., 2003). An ideal data set for flood inundation model calibration would include spatially-detailed data on the inundation shoreline, and, if the models are used to provide estimates of inundation depth, water depth data throughout the domain.  Bates et al. (2006b) collected four 1.2-m resolution synthetic apperture radar (SAR) images from an aircraft during a flood on the River Severn in England. These images, along with concurrent stream gauge data, may be the most comprehensive flood inundation set available.
3.2 Steady Flow versus Unsteady Flow Modeling

Inundation maps developed using steady-flow modeling are based on the assumption that the flood flow has been constant for a period sufficiently long for all lands that could be flooded at that flow to have become inundated.  This assumption clearly has less of an effect on inundation maps produced for lower flows than for higher flows because more time typically is required to inundate areas at higher flows. A flood for which water levels rise slowly to the peak, and then fall slowly will most likely result in more inundation than a flood with the same peak flow, but which rises and falls quickly.  

One of the Tar River basin models was used to demonstrate the effects of unsteady flow simulations (Hydrologic Engineering Center, 1993) on estimates of flood inundation by simulating the Hurricane Floyd flood flows during September 1999. The relation between the measured water level and the simulated discharge at the site is shown in figure 3.  The blue arrows on the curve indicate rising or falling stage.  There were, for example, four different water levels associated with the flow of 360 m3/s, occurring on September 9 during a rising water level, September 14 during falling stage, September 17 during rising stage, and on September 27 during a falling stage.  Water-surface elevations on these dates were 9.71, 10.55, 9.90, and 11.45 m above NAVD 88, respectively, for a range of about 1.7 m.  Hence, an inundation map from the map libraries (0.035 m increment) for a flow of 360 m3/s could have been selected from among 7 different maps (9.7, 10.0, 10.3, and so on to 11.3 m above NAVD 88).  According to the simulations, the inundated areas for the two occurrences of a  water-surface elevation of 13.7 m (depicted as “R” and “F” in fig. 4 differed by more than 70,000 m2, with more area inundated during the falling water level, despite the fact that the flow was less than half the flow at the same water level on the rising side of the hydrograph.  
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Figure 4. Measured water level – simulated discharge relation for Tar River at Tarboro during Hurricane Floyd flood of September 5 – 30, 1999; arrow depicts stages at a flow of 360 m3/s, and “R” and “F” indicate rising and falling stage at an elevation of 13.7 m.

The peak flow for a given exceedance level seldom occurs during steady flow conditions, but flood insurance rate maps and inundation maps typically are created by assuming steady-flow conditions.  Failure to attain steady flow results in variable inundation extents for a single river flow (or stage) because a stable distribution of water in the floodplain is not attained.  Additional research is needed on the relation between attainment of steady flow and the lateral distribution of water in the floodplain.  Hence, the use of the inundation maps to estimate inundation that might occur during, say, a 1-percent recurrence interval flood should be done with recognition of the uncertainties in the maps.

An alternative to the use of the steady-flow assumption and development of inundation map libraries, as was done for this project, is to estimate inundated areas in real time during, or immediately prior to, a flood so that the particular characteristics of the rainfall and flood hydrograph are well represented in the hydraulic modeling.  Research applications have demonstrated that it is possible to produce reasonable inundation maps from medium range weather forecasts (Pappenberger et al., 2005) or from NWS estimates of rainfall derived from NEXRAD weather radar (Whiteaker et al., 2006).  The limitation of this approach is that the models must be run operationally in real time for each event and that results must be distributed quickly to emergency management officials and all other interested parties.  Moreover, there will be some uncertainty in the forecast flows to the reach for which the inundation modeling is to be conducted (Bates, 2004). The infrastructure and funding for such a system is not in place for most locations in the United States, so the steady-flow assumption, map-library approach currently offers some operational advantages.  Further studies are needed to document any benefits of the real-time system over the map-library approach and to demonstrate the conditions for which each approach is most appropriate.
3.3 One-Dimensional versus Two-Dimensional Modeling

The 1D modeling approach used in this study resulted in good agreement between measured and simulated stage-discharge ratings at sites where these ratings were available, and good agreement between measured and simulated stage and discharge observations at other sites.  One-dimensional models are relatively easy to construct, and simulations can be made quickly.  One-dimensional hydraulic models are based on the assumption that the hydraulic variables (water-surface elevation, water-surface slope, velocity, and cross-sectional flow area) are uniform across a transect and that primary variation in these variables is from upstream to downstream. This assumption is reasonable for a prismatic channel in a relatively narrow floodplain.   

The limitations of the 1D approach can be seen, however, in figure 3. Water levels are assumed to be constant across each cross section, but several cross sections intersect at least five or more streams other than the Tar River.  According to the 1D assumption, water levels are the same at each point the cross section intersects a tributary stream as in the Tar River.  It is possible to build branching 1D models  to partially avoid the problems associated with the 1D assumption, but it is not possible to avoid the problems altogether, as cross sections from different branches could eventually intersect at high flows.   The conclusion from this discussion, then, is that uncertainty in the 1D flood inundation polygons increases with distance from the main channel for which water-surface slopes were simulated, particularly in broad floodplains with numerous tributaries.  

Two-dimensional (2D) models have been used to simulate inundation in cases with highly variable floodplain topography. Studies have demonstrated that correct simulation of water storage in the floodplain near a channel is important for predicting flood-wave timing, and the increased lateral resolution of a 2D model allows proper simulation of this process (Horritt and Bates, 2001).  Raster models, which use a 1D representation of channel flow linked to a simple model of flow between grids of cells on the floodplain, have been used to improve spatial resolution of flood inundation without significantly increasing computational requirements of the hydraulic model (for example Bates and De Roo, 2000).  A coupled 1D – 2D model was used to develop a library of flood inundation polygons for the Blue River, Missouri, where backwater from the Missouri River affects flows in the Blue River (Kelly and Rydlund, 2006). Two-dimensional models are particularly appropriate for simulating the passage of a flood hydrograph.  Jones et al. (2002) used a fine-scale 2D model to simulate the movement of a NWS forecast flood hydrograph through the Snoqualmie River valley in Washington to produce forecast inundation along a 28-km reach of the river.  
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